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Motivation
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Communication Protocols

Note: LL128 requires NVLink

Protocol Design Goal Payload Bandwidth Utilization Latency Per-Hop

Simple High Bandwidth Data Chunks Near Peak ~6µs

Low Latency (LL) Low Latency 4B data + 4 B flag 25~50% of peak ~1µs

LL128 Best of both 120B data + 8B flag ~95% of peak ~2µs
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GPU Memory
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GPU Memory



Intra-Node Communication

P2P_DIRECT mode enabled and GPUs belong to the same process
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Inter-Node Communication

With GPU Direct RDMA



Communication Channels & Logical Topology
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Iterative Execution and Communication Primitives
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Choosing Between the Topologies



Benchmarking Results



Impact and Outlook



Questions for Discussion
● How does NCCL manage communication channels, and what is the trade-off in channel 

count selection?
● NCCL uses different topologies (ring vs. tree) for different operations. How might 

emerging network architectures (like disaggregated systems, optical interconnects, or 
SmartNICs) fundamentally change optimal collective communication strategies?

● NCCL's "autotuning" approach generally provides good performance. How should we 
think about the balance between automatic optimization and manual control in HPC/ML 
systems?

● The benchmarking shows significant performance differences between intra-node and 
inter-node communication. What does this tell us about the future of large-scale AI 
training systems?

● How does the derived tool, ATLAHS, address the gap of NCCL being a black box in a 
way that simply accessing the source code cannot?


